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Course Information

Course Name Machine Learning Number of Lectures | 12
Course Date 2022-01-18 ~2022-04-08 Course Language |English
Keyword Machine learning, reinforcement learning, python, algorithms, multiclass classification

This course is designed to give a student a thorough grounding in the methodologies,
technologies, mathematics and algorithms in machine learning. Students will be
introduced to machine learning,supervised and unsupervised machine learning, statistical
Course inference and prediction, K-nearest neighbors, naive Bayes, decision trees, support vector
Description machines, logistic regression, K-means, mixtures of Gaussians, principal components
analysis, Expectation Maximization, Learning theory, reinforcement learning and adaptive
control. Applications of machine learning: image segmentation and categorization, robotic
control, data mining, autonomous navigation, among other key concepts of machine
learning.

(100 ~200 words)

Expected Learning Outcomes:
By the end of this course, the learner should be able to:
Course Goals « Understanding of the core issues in machine learning, especially related to pattern
and Objectives recognition. . . . -

« Express machine learning problems as inference problems using probabilities;
» Understanding of a variety of machine learning algorithms, what their underlying
(Approximately assumptions are, and how they scale up;
100 words) « Solve machine learning problems encountered after the course in the context of current
theory and practice.

(The format : Title, Author/Editor, Publisher, Year of Publication)

1. Machine Learning, Mitchell, T., McGraw Hill, 1997.

2. Neural networks for Pattern Recognition, Bishop, C. Oxford University Press, 1995.
Textbook 3. Reinforcement Learning: An introduction, Sutton, R. and Barto, A.,MIT Press., 1998
5. Introduction to Machine Learning., Alpaydin E., (2nd ed.).MIT Press, 2009

1. Hastie, T., Tibshirani R. and Friedman, J.(2009).The Elements of Statistical
Learning.(2nd ed.). Springer.

References 2. Devroye, L.,Gyorfi, L., Lugosi, G.(1996). A Probabilistic Theory of Pattern Recognition.
Springer.

3. Cristianini, N. and Shawe-Taylor, J.(2000). An Introduction to Support Vector Machines

Knowledge of computer organization and architecture, as well as systems analysis and
Course design is desirable.

Requirements
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Course Calendar

Week Main Content

Week 1 Introduction to Machine Learning

Week 2 Linear Regression, Decision Trees, Overfitting
Week 3 Instance Based Learning, Feature Reduction, Collaborative Filtering,
Week 4 Logistic Regression, Support Vector Machine

Week 5 Clustering Techniques & Gaussian Mixture Model
Week 6 Ensemble Models

Week 7 Reinforcement Learning

Week 8 Multiclass Classification

Week 9 Probability & Bayes Learning

Week 10 PCA & Autoencoders

Week 11 Experimental Evaluation of Learning Algorithms
Week 12 Implementation of Machine Learning Algorithms in Python
Week 13

Week 14

Week 15

Week 16
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